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Abstract 
The complexity of modern networks raises several challenges in the design and 
development of communication services. The unbearable costs in configuration and 
management call for autonomic approaches, in which services are able to self-configure 
and self-adapt their activities without human intervention. The need for ubiquity of service 
provisioning calls for the capability of services of adapting their behavior depending on the 
current situation in which they are used. In this paper, we discuss the need for innovative 
approaches facilitating the development and execution of autonomic and situation-aware 
services, and analyze the key features that should underlie such a general approach. 
Following, we overview how, within the CASCADAS project, we are trying to identify and 
develop such an innovative approach, by proposing an architecture centered around the 
novel abstraction of “autonomic communication elements” and by integrating in it proper 
tools for the autonomic, safe, and reliable management, of innovative situation aware 
services. Also, a short roadmap for future CASCADAS activities is sketched. 
 

This document constitutes Deliverable 8.2 “CASCADAS White Paper”.  
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1 The CASCADAS Vision 

The Internet as we know it today will have to become like an immense ecology of 
composite, highly distributed, pervasive, communication-intensive services [KepC03, 
Zam05]. Such services should be able to: (i) autonomously detect and organize the 
knowledge necessary to understand the general context – physical, technological, social, 
user-specific and request-specific – in which they operate; (ii) self-adapt and self-configure 
their functioning to get the best from any situation, so as to meet the needs of diverse 
users in diverse situation without explicit human intervention. These features will enable a 
wide range of new activities that are simply not possible or impractical now. For instance, 
we expect future generation of communication services to be able to: 

• improve our interactions with the physical world by, e.g., providing us with any needed 
information about our surrounding physical environment and exploiting such 
information to adapt/enrich their behavior on the basis of the actual environmental 
characteristics (e.g., consider adapting the behavior of a tourist information service 
network on the basis of the location from which the service is invoked and of the 
current weather and traffic conditions) [Est02, Rav05];  

• get the best of the network infrastructure and resources upon which they operate, being 
able to adaptively ensure sufficient quality of service, guarantee their security, and tune 
to user needs and preferences, independently of the actual network characteristics 
(e.g., independently of the fact that we require them from a Wi-Fi PDA in a MANET 
context, from a GPRS phone, from a Bluetooth eye-glass monitor, or from whatever 
connectivity and connected devices will be available at that time) [CapEM03, MikM04]; 

• facilitate our social interactions, by properly reflecting and exploiting the social context 
in which we are currently employing a service, e.g. for mere entertainment, or 
socialization, or in the context of business activities. Today, many opportunities for 
social communication and interaction are simply not realized due to a lack of 
information. Although acquiring and using that information raises security and privacy 
issues, their careful exploitation will open up a wide range of valuable possibilities for 
communication services (e.g. simply imagine a number of individual tourists that can be 
supported in forming a group to obtain discounts or other benefits) [ChoP03].  

Turning the above vision into reality is very challenging. It requires a deep re-thinking of our 
current way of developing and deploying distributed systems and applications, i.e., by 
conceiving them as to be parts of a sort of ecology and by enabling them to prosper and 
thrive in it at the service of users. However, it is worth outlining that striving for the vision is 
not only a necessity for giving better services to end-users, but it is also becoming a 
compulsory economic urge for service providers and system managers. In fact, the 
increasing dynamism and variability of communication systems, due to the increasingly 
unreliable nature of communication links, network nodes, and service nodes (as induced by 
increasing decentralization and mobility) and to the increase in the number of means via 
which services can be accessed, calls for considering that applications offering services 
will likely need also to exploit knowledge and the lower levels, and that will be possibly 
supported by dynamically reconfigurable network components that can – at their turn – 
“understand” the implications of dynamic system changes on applications, and adapt 
themselves (and/or the overall network structure and policies) accordingly. 

As challenging as this can be, proving that the above vision can be effectively realized is 
the key goal of the CASCADAS project (www.cascadas-project-org). Componentware for 
Autonomic Situation-Aware Communications And Dynamically Adaptable Services), started 
January 1st 2006, and funded by the European Commission. Indeed, CASCADAS has to 
ambitious goal of defining a general-purpose paradigm for the development of autonomic 

http://www.cascadas-project-org/
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and situation-aware communication services, and at showing its feasibility via the 
development of a general-purpose framework for supporting the process life cycle of 
autonomic services, and of associated application demonstrators.  

In this white paper, we firstly intend to share the results of the thorough analysis work that, 
during the preparation and kick-off phases of the project, we have undertaken to reach an 
assessed and rationale understanding of several aspects related to the above vision. This 
include: (i) identifying a few guiding features – acting as drivers towards advancing the 
state of the art – that any new general-purpose proposal in the area of autonomic 
communication and self-adaptive services should properly provide (Section 2); (ii) 
identifying a unifying abstraction on which to base a new paradigm, the necessary software 
tools revolving around this abstraction, all of which framed into a practical reference 
architecture for the design, development, and execution of situation-aware and adaptive 
communication services (Section 3). Following, we intend to report on how the diverse yet 
integrated research thrusts carried on in the first year of the CASCADAS project are 
already contributing to bring autonomic services to like, that is, to turn the CASCADAS 
vision into a practical reality (Section 4), also with the help of specifically selected 
application scenarios (Section 5). Finally, future planned activities and the CASCADAS 
research roadmap are sketched (Section 6). 

2 Founding Features 
We have identified a few complementary founding features that we consider as general key 
enablers for the above vision, and around which any communication services 
infrastructures of the future should be conceived. The identification of these features starts 
from the key state-of-the-art concepts in the area of modern distributed computing and 
communication systems, and tries to advance and generalize them to properly account the 
specific characteristics of the autonomic and situation-aware communication services 
vision. Thus: context-awareness must become situation-awareness; self-organization and 
self-adaptation must converge into a concept of semantic self-organization; scalability must 
assume the form of self-similarity; modularity must take the form of a new autonomic 
component-ware paradigm. 

2.1 Situation Awareness 
The capability of services to autonomously adapt to the context from which they are 
requested and in which they execute demands the technologies to capture contextual data 
and at the same time the ability of the system and of applications to effectively exploit this 
data at the best.  

Much of the technology to acquire contextual information is already becoming available, 
and it will soon become pervasive with the increasingly frequent deployment of sensors, 
location systems, users and organization profiles, and run-time systems for the monitoring 
of computational and network resources [Est02, Phi04]. What is still in its infancy and still 
needs to be properly resolved, however, is the investigation of the principles and the 
algorithms with which this growing amount of distributed information can be properly 
organized, aggregated, and made more meaningful, so as to facilitate their exploitation by 
services. 

In other words, we think there must be an evolution from a model of simple context-
awareness, in which services are given access to isolated pieces of contextual data (as in 
the vast majority of current proposals), to a model of “situation-awareness”, in which 
services are given access to properly elaborated and organized information representing, 
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in much more expressive yet still simple to be exploited ways, comprehensive knowledge 
related to a “situation” [BouSZ05, Tum05].  

2.2 Semantic Self-organization  
There exist basically two complimentary approaches to enforce autonomic behaviors. On 
the one hand, self-adaptive systems work in a top-down manner. They have a sort of 
semantic representation of their state, and can evaluate their own behavior and change it 
when the evaluation indicates that they are not accomplishing what they were intended to 
do, or when better functionality or performance is possible. On the other hand, self-
organizing systems work bottom-up without any high-level representation, based on a large 
number of components that interact according to simple and local rules and in which a 
global adaptive behavior of the system emerges from these local interactions. 

Both self-adaptive and self-organizing approaches are being extensively studied [KepC03, 
BonDT99]. In our opinion, self-organization is preferable in highly distributed and 
decentralized scenarios. Self-organization and the algorithms underlying the emergence of 
adaptive patterns in complex systems have been extensively studied in communications, 
e.g., in P2P computing [BabMM02, Rat01], ant-based optimization [BonDT99], social 
networks [AlbB02]. Self-organization algorithms has the potential to act as enablers for 
service composition and aggregation, employing proven techniques to abstract from their 
“organic” implementation and derive design principles adapted to the requirements of 
artificial systems. At the same time, the presence of self-adaptive systems capable of 
understanding what’s happening and proper reacting accordingly (as in the canonical 
“autonomic computing perspective [KepC03] can hardly be disregarded to ensure proper 
reactions and adaptations to various situations.  

Accordingly, we think that a major advance with respect to most of the prior art is to provide 
a way to exploit self-organization approaches and enrich self-organizing components with 
more “semantic” and/or “cognitive” abilities, in the direction of self-adaptation. This raises 
the important question of evaluating the amount of information that has to be processed 
individually by system components, versus collectively by the self-organizing group. Our 
key goal is to preserve the simplicity and robustness of self-organization phenomena while 
simultaneously bringing the benefits of semantics self-adaptation and situation-awareness, 
to achieve what can be defined as “semantic self-organization”. 
2.3 Self-similarity  

To realize the vision and make its embodiment manageable, any proposed approach must 
be fully scalable, i.e., its chosen design principles should be practically applicable to small 
systems (e.g., a few number of homogeneous nodes), as well as to very large systems 
(i.e., systems possibly made by thousands of heterogeneous nodes and service 
components).  

While traditional approaches to distributed systems mostly focus on performance 
scalability, when the focus is on the development of autonomic services, one should also 
consider architectural scalability, i.e., the possibility for the adopted approach to scale in 
the without any increase in conceptual (and consequently in design and development) 
complexity. 

In this direction, one promising option is to explore the potential of self-similarity, where any 
complex service can be realized by individual atomic components that self-organize and 
self-aggregate so as to reproduce nearly identical structures over multiple scales [AlbB02], 
and eventually to make an aggregated service appear again as if it were atomic. Self-
similarity, which have been so far investigated only with regard to the structure and 
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properties of complex social and technological networks [Dil03], may indeed represent be a 
key enabler also for the composition of complex communication services, as well as for the 
structuring of complex situational knowledge.  

A successful use of self-similarity would carry on two closely related and complementary 
advantages: (i) it would facilitate understanding, description and management of services 
(due to the same structural and organizational principles being in force at different scales); 
(ii) it would allow “diving” into specific sub-systems whenever necessary, without having to 
modify abstractions and tools to work at finer levels of granularity.  

2.4 Autonomic Component-ware  
All the above features should federated by a sound “autonomic component” model 
[KepC03, LiuP04], which should provide both a robust and dynamic modular conceptual 
framework for building autonomic, self-organizing, semantic services, and to act as 
abstract and generic reference model for the production of a new generation of 
programmable communication elements that can be reused at different stack layers (i.e., 
for the implementation of communication services at both the network layer and at the 
application layers) .  

This component model has to supply proper abstractions and tools to support self-
similarity, self-organization and situation awareness. Therefore, autonomic service 
components will have to be explicitly conceived as situated in a world of situational 
knowledge, fitted with mechanisms for semantic self-aggregation and composition, and 
designed so as to promote the emergence of high-level ensembles that exhibit self-
similarity independently of scale.  

Identifying the specific nature and structure of such a dynamic autonomic component 
model is not an easy task. A number of and well-established research areas, such as multi-
agent systems [ZamJW03], programmable networks, “traditional” component-oriented 
engineering, as well as more novel service-oriented architectures can provide useful 
insights and sources of inspiration, but requires leveraging the level of abstraction and the 
intrinsic support for dynamisms. 

3 The CASCADAS Autonomic Service Framework 
Identifying the basic along which to proceed and to advance the state of the art does not 
solve the issue of building a conceptual and practical framework supporting the design, 
development, and execution of communication services in line with such features. In the 
CASCADAS project, we propose to face this via the introduction of a specific software 
engineering abstraction, i.e., that of “autonomic communication element” (ACE), on which 
to rely for the flexible component-based design and development of any complex service, 
for the development of the associated supporting tools and, in the end, for delivering a well-
architected framework for autonomic and situation-aware communication services.  

3.1 The ACE Abstraction 
The ACE abstraction represents the cornerstone of our component model, in which the four 
driving founding features will properly converge and around which proper tools can be 
developed (Figure 1). ACEs represent the basic unifying component abstraction on which 
to rely for the development of communication services. ACEs acts as entities that can 
implement (typically in a distributed way) communication services, and also act and are 
perceived as service access points.  

While we expect service-specific behavior to be integrated in specific ACE classes, the 
basic ACE model has to integrate in all ACEs the capability to autonomously aggregate 
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with each other to provide composite services at their best; it has to promote self-similarity 
in composition through a set of appropriate interfaces; it has exhibit self-organization 
capabilities, possibly of a “semantic” (i.e., meaningful) type; to this end, ACEs have to be 
both loci and consumers properly organized multi-faceted knowledge, coming from a 
variety of sources and sensors, overall leading to situation-awareness.  

In CASCADAS, the ACE abstraction is the basis for implementing application-level 
communication services, as well as the basis on which to implement network-level and 
middleware level services. We will make (and are indeed already making) ACEs be able to 
operate with only a very minimal support infrastructure. This includes: the support for the 
automation of the ACE service life cycle, i.e., the post-development life span of 
communication-intensive services, including the autonomic and situation-aware 
deployment, the internal configuration of ACEs; the monitoring of its internal activities and 
the basic mechanisms for handling internal ACEs events; the provisioning of the basic 
mechanism to enable inter-agent communication (while the policies and the routing 
strategies for inter-ACEs communication are expected to be ACE-specific).  

The specific nature of the basic ACE structure and of the basis protocols we envision for 
enforcing dynamic inter-ACEs interactions and aggregations, as being matured within the 
CASCADAS project, will be analyzed in Section 4.  

 

Figure 1: ACEs as the Central Abstraction of a new Paradigm for Autonomic and 
Situation-Aware Services, Around which Proper Tools can be Organized. 

3.2 ACE-based Tools 
The key idea of the ACE abstraction is that, beside the described minimal support, any kind 
of communication service can be implemented via proper dynamic composition of ACEs. In 
other words, we clearly expect that application-level ACEs will be provided with the 
necessary algorithmic tools, security tools, knowledge tools, and with any needed 
infrastructural services. However, we also envision that all of these tools and infrastructural 
services can be realized in terms of ACE-based services in their turn, and that all of them 
will lead to a practical and trust-worth paradigm.  
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While we expect to be able to implement any needed tools and services via ACEs (and the 
preliminary research results strongly support such expectation), CASCADAS researches is 
also focused on the definition and experimentation of a few specific services and tools that 
we consider of a basic paramount importance, and that will give, to different extents and 
with different flavors. 

We are focusing on developing algorithms and techniques to achieve dynamic QoS 
adaptation and enforce given service properties through automated aggregation of ACEs. 
Smart aggregation will be the basis for identifying and exploring opportunities for co-
operation within an ensemble of ACEs, which would allow the collective system to exhibit 
certain desired properties and to hit situation-dependent QoS targets. This research thrust 
is primarily relevant to the founding features of self-organization and situation awareness, 
and is expected to provide notable advances along these two directions. 

We are developing models, algorithms, and tools for the self-organization, correlation and 
self-composition of contextual knowledge, according to which ACEs can exploit all the 
available information about their situation, however sparse and diverse. Situation is 
intended here as a generalization of context, relating to both (i) the social-organizational 
context from which services are invoked (i.e., by a specific users living in a specific social 
context and accessing the network with specific devices and network technologies); (ii) the 
technological and physical environment in which ACEs live and execute, primarily their 
networked environment. This research thrust is obviously primarily relevant to the principle 
of situation awareness, and will contribute notable advances in the direction of context-
awareness, but also represents a ideal substrate to study and experience innovative self-
organization algorithms.  

We are developing pervasive supervision functionalities across an ensemble of interacting 
ACEs. Pervasive supervision addresses the runtime construction of an ad hoc and 
dynamic runtime structure that encompasses a set of cooperating ACEs, and exerts a fully 
automated and de-centralized control of the communication-intensive service provisioned 
collectively by those ACEs. This research thrust is primarily relevant to the advance the 
state of the area in the directions of self-organization (specifically, self-management) and 
scalability/self-similarity, although it also strictly related relates to situation-awareness. 

We are studying and developing innovative security techniques, an aspect which is of  
paramount importance because of the very assumptions upon which the idea of ACEs 
relies: the heterogeneous nature of the network, the varied capabilities of ACEs, their 
ability to self-organize and cooperatively supervise each other, which implies the lack of 
centralized administrative control. Since an ensemble of ACEs possesses those highly 
dynamic adaptation characteristics, we intend to exploit them to make sure that the 
resulting system is highly robust and secure, and trust-worth. This research thrust is 
primarily relevant to the founding features of self-organization and situation-awareness, 
and is expected to provide notable security-oriented advances in this direction. 

3.3 The Architectural Perspective of the Framework 
To acquire a more “operational” perspective of the CASCADAS approach and of its 
objectives, one can refer to Figure 2, sketching the overall architecture envisioned for our 
ACE-based framework.  
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Figure 2. The Reference Architectural Perspective of the CASCADAS Framework 

From the hardware/infrastructural viewpoint, CASCADAS considers a scenario in which 
dynamic and heterogeneous networks, possibly enriched with sensors and devices 
connecting with the physical world, have to host the dynamic deployment and execution of 
applications and services. Although CASCADAS researchers does not actually deal with 
hardware network architectures and with physical sensing and embedded systems, 
CASCADAS will indeed account for the network and the physical levels in terms of the 
information that, from such level, can reach the higher levels and can be exploited to 
enforce situation-awareness. 

Applications and services have to serve users according to both their social situation and 
the current network and physical situations. To this end, at the higher-levels, CASCADAS 
considers developing and deploying application and services (by individual users as well as 
by software companies and system managers) in terms of ACE components or of ACE 
aggregates. These components – supported by a proper autonomic framework for ACE 
management – can dynamically self-organize as needed with each other and with the 
already deployed ones, and can start interacting so as to provide the desired functionality 
in a situation-aware way without (or with very limited) configuration efforts.  

Below the application level, a sort of “middle-level” set of tools and services has to be 
provided to all applications. These include services to access contextual knowledge 
(properly organized and aggregated into sort of “knowledge networks”), and ACE-based 
tools to enforce specific properties such as situation-awareness via knowledge networks, 
semantic self-organization, adaptive QoS, and security. This middle level is fed both by 
application-level and social-level knowledge (coming from the upper levels) and by 
network-level and physical-level knowledge (coming from the lower levels), and 
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continuously interact with these levels, in a sort of continuous tuning feedback that ensures 
adaptability and, thanks to the connection with the lower-levels, also cross-layer tuning. 
The power of dynamically influencing and controlling the behavior of the network and of the 
application is guaranteed by the possibility of dynamically injecting in the middle-level 
proper ACEs components to exert such influence.  

4 Bringing Autonomic Services to Life 

The CASCADAS project started in January 2007 and, as it always happens in such large 
coordinated projects, we had to spend some time to assess a globally shared 
understanding of the above described vision, and in reaching some global agreement on 
terminologies and research methodology. After that, actual research has proceeded very 
fast and, after a year, it  has produced several relevant research results, which we try to 
summarize in the following of this section. Of course, we are still unable to report well 
assessed and fully integrated research results. Yet, all the reported results, as preliminary 
and apparently fragmented as they can be, have been achieved with the same overall 
vision in mind, and each of them is already contributing its bit in bringing autonomic 
services to life. 

4.1 The ACE Internal Model 
As already stated, the whole of the CASCADAS project is based on the grounding idea to 
identify a general component model (the ACE) for the design and development of 
autonomic communication services. Services at both the user and the infrastructural level 
can then be developed by the self-organisation of ACEs performing specific functions (e.g. 
invoking telco/ICT enablers and using data, information, etc.), and able to dynamically 
interact/aggregate/compose with each other without central coordination (i.e., in a peer-to-
peer way). Accordingly, one of the key activities for the first year of the project has related 
to identifying the general characteristics and architecture of such a general component 
model, thus paving the way for its future implementation. 

The key contrasting goals we have tried to achieve in the identification of such general 
model have been generality and simplicity. On the one hand, the model should be general 
enough to meet the diverse needs of a variety of services. On the other hand, the model 
should be kept as simple as possible, also to make it possible its implementation for 
resource constrained devices. By recalling that (see Subsection 3.1) an ACE should 
include both a common part, shared by all ACEs, and a specific part, to implement within 
an ACE specific functionalities, facing the trade-off between generality has implied a 
careful analysis of what to include in the common part and what to include in the specific 
part.  Such an analysis has been performed, also by taking a careful look at the state in the 
area. As a result of this analysis, the general architecture of the ACE model has been 
defined (see Figure 3 and, for further details, [Hoe06]).  

Basically, in the identified architecture, the common part of an ACE is identical for each 
type of ACE and contains a minimum set of fundamental capabilities to enforce self-
management capabilities, while the specific part contains additional functionality that is 
required for solving specific tasks (i.e., specific operations and/or protocols) and can be 
different for different classes of ACEs. Let us know quickly summarize the key components 
of the ACE architecture. 
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Specific Part

Self-Model

Reasoning Engine Message
handler

GA Facilitator Common Interface

 
Figure 3. The ACE architecture 

The Common Interface is basically the way ACEs communicate and interact with the world 
outside (i.e., other ACEs or the environment). The communication is message-based and 
therefore, the Common Interface is implemented by a Message Handler that is able to 
understand a fixed set of messages. The ACE collaborations and aggregations are 
exclusively carried out by the exchange of these messages.  The Common Interface rely 
on a basic set of messages that implement an innovative protocol (the GN/GA protocol) for 
ACEs discovery and aggregation. It defines two classes of messages: (i) Goal needed 
(GN), a sort of request, with a semantic description attached, which specifies what kind of 
functionalities the ACE needs from other ACEs to achieve its goals; (ii) Goal Achievable 
(GA), used by an ACE to state what kind of task it is able to provide. Two or more ACEs 
can get in touch with each other upon matches of a GN message with a a GA message. In 
other words, the GN-GA protocol (which is detailed later in section 4.2) is a semantic 
advertisement protocol by which ACEs advertise their capabilities through the GA 
message.  

The Self-Model describes the possible states for the ACE and the possible transitions 
between pairs of states. In other terms, it could be defined as a state machine. Therefore, 
the Self-Model is a description of the steps the ACE will execute to achieve its goals. Any 
state is described by a semantic description used by the ACE to reason about its current 
state with the help of a reasoning element. The transition functions are the specific 
features, which must be invoked during a state transition. The ACE Self-Model is published 
outside by using the GN – GA protocol, i.e., a semantic advertisement protocol by which 
ACEs advertise their capabilities. 

The reasoning engine executes (the implementation of) the self-model and its main role is 
to keep trace of: the state reached in the Self-Model execution, also be tracing history of 
previous states; the environment and the contextual information, which include any GA 
coming from other ACEs as well as any “Knowledge Available” (KA) coming from elements 
implementing the concept of knowledge networks (see also Subsection 4.4). Mainly, it has 
to be able to run the state machine used to describe the Self-Model. It should check if a 
transition may take place invoking the proper specific features if specified, and it has to 
proper represent the semantic description of the new state reached. 

The Facilitator is be the core autonomic part of the ACE, adapting its behaviour to the 
changed conditions, situations or faults. The adaptation of the behaviour means changing 
the self-model state machine when a specific feature exhibits different behaviour 
depending on its state.  

As far as the specific part is concerned, it contains the ACE specific functions. It exposes 
these functions through the Specific Interface. The Specific Interface contains a description 
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of each function of the ACE Specific Part: the set of features, which characterize the ACE 
behaviour. For each feature a semantic description of the job the ACE is able to do (GA) 
and the indispensable and essential actions, conditions to accomplish it (GN) are specified. 
For example, given a specific function which executes a query on a DB containing personal 
data information, the semantic description of the GA could be something like: “get people 
profile” and the GN could  be something like: “a connection with a database is necessary”. 

At the same time, we have started implementing a first prototype of a toolkit to act as a 
distributed framework for ACE development and execution. We expect such an 
implementation to release, in the next few work, a framework for the development of ACE-
based autonomic services, there included services for implementing knowledge networks 
and supervision functionalities. In parallel with this activity, we have developed several 
pencil and paper application exercise to test (at least conceptually) the effectiveness of the 
proposed architecture, and we are following with great attention the specific algorithms for 
ACE aggregation and for enforcing security that will be soon an integral part of the overall 
ACE framework. 

4.2 The GN/GA Protocol 
As anticipated in the previous Subsection, ACEs discover and self-aggregate with each 
other on the basis of a simple GN/GA protocol relying on two classes of messages “Goal 
Needed” (GN) and “Goal Achievable”, made available by all ACEs in the Common 
Interface. We recall that a GN is a sort of request, i.e., a semantic description which 
specifies what kind of functionalities an ACE needs from other ACEs to achieve its goals, 
and that GA is a sort of advertisement that an ACE uses to communicate what he can do. 

In general, the identified GN/GA protocols builds on the lessons of adaptive multicast 
protocols [EugG02] to discover communication partners and exchange messages in open 
and dynamic networks. The key idea behind is that, if a component knows what it need but 
it does not know (and does not care) how to get it, it has to dynamically search in the 
network until it finds something to satisfy its needs. Thus, by searching in the network, a 
need can be eventually satisfied despite the network is continuously changing and despite 
the fact that one does not know communication partners.  

The specific solution adopted by CASCADAS for the GN/GA protocol, however, does not 
consider flooding a network with GN requests. Rather, it considers propagating GA 
advertisements, according to specific policies, so that a requester does not have to 
propagate GN request, but can look for matches locally. More in details, the interaction 
model works in the following way: 

• If an ACE is able to do something (expressed by means of GAs) and it is ready to do 
it, it advertises this information to all its neighbours (with the exceptions mentioned 
later, the information is flooded throughout the network). 

• When an ACE needs something (expressed by means of GNs), it doesn’t need to 
start any search. The ACE only needs to check if someone has already advertised a 
feature (GA) which can address its need: this mechanism may be based on a 
blackboard metaphor. 

To some extent, we can describe the key aspect of the interaction model using a simple 
metaphor: the ACE interaction model is fully based on a “pull” semantic, which generates a 
sort of “altruistic environment”. Each ACE is altruistic: if it is able to do something and it is 
available to do it, the ACE will propose its help to other ACEs as much as possible.   
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 ACE1 ACE2 ACE3 ACEn 

Send(GA) 

Send(GA) 
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SendAnswer(MatchFound)

 
 
 

Figure 4. Call-flow for the GN/GA Protocol.  
 

The key challenge in the GN/GA protocol is to ensure that the information about ACEs 
availability and capability reaches the proper ACEs in a proper time, and possibly without 
fully flooding the network with GA requests. In order to achieve this, we think it is needed to 
define a P2P protocol aimed at diffusing the information about ACEs capability and 
availability in a proper time and without unacceptable overhead. To limit the flooding 
overhead of GAs messages, we plan to enforce is the implementation of a sort of semantic 
time-to-live: if the incoming GA (i.e., the features described) belongs to the same semantic 
domain of the receiver ACE then the GA is propagated; otherwise, it is discarded as it is 
possible that ACE’s neighbours may not interested in that GA. Figure 4 is a simple 
example of a call-flow with a proposal sent by ACE1 (i.e., GA) to a certain number of ACEs 
and the possible dialog between the ACE1 and an ACE receiver (e.g., ACE2) which needs 
the advertised features of ACE1. The ACE2 discovers a semantic matching of a received 
goal-achievable with its goal-needed, it sends back a kind of acknowledgment to the ACE1. 
Also, the strong involvement of local aggregation algorithms should avoid overhead due to 
GAs flooding. 

The mechanism described above is based on the following main assumption: if the GA 
received does not pertain to the semantic domain of the receiver ACE, it would be highly 
probable that none of the receiver's neighbours are interested in that GA, so in most cases 
it is better not to forward the message.  The semantic domain is defined by all the ACE 
where the GN/GA matching is satisfied. The interaction model outlined in this section is 
mainly based on the assumption that if two ACEs are closed (using a proper distance 
heuristic) we can state that the two ACEs deal with correlated topics. The assumption 
above should allow facing one of the key challenges in avoiding centralised control: limiting 
the overhead due to the interactions between ACEs needed to reach an agreement and to 
plan the right organisation. The implementation of a “semantic time to live” (STT) is needed 
to avoid that each time an ACE advertise its goal this is forwarded to any other ACEs 
without any filtering. This STT works on the following assumption: if an ACE receives a GA 
related to its GN, it would be proper to forward that information to neighbour ACEs. 

Although some preliminary conceptual and simulated experiences show the potentials of 
the identified GN/GA protocol, further studies are needed to demonstrate its practical 
implementation feasibility and its performances, and to possibly identify more suitable 
solutions to avoid flooding and enforce effective matches. Also, we plan to evaluate how 
and to which extent the propagation of GA can be supported by knowledge networks, i.e., 
by having algorithms for knowledge propagation and diffusion be exploited also for the 
propagation, diffusion, and evaporation of GA advertisements. 
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4.3 Self-organized ACE Aggregation 
Self-organisation is one of the key design principles underpinning the autonomic 
management of large populations of ACEs, because it is the only practical alternative to 
central control. However, engineering such self-organizing behaviours presents a variety of 
challenges, which we are addressing in two complementary ways: (i) by identifying and 
documenting local rule-sets capable of promoting the desired collective behaviour in a 
population of autonomic service components, a notion that we generically call 
“aggregation” and that includes both clustering, differentiation, and synchronization, in 
groups of ACEs; (ii) by conducting a quantitative analysis of macroscopic dynamics in a 
large population of autonomic elements, i.e., by using modelling and simulation techniques 
to extrapolate from the local rules governing individual behaviour. The value of the above 
methodology has been confirmed by the studies performed so far in CASCADAS. 
Experiments have indeed revealed that extremely simple local rules (candidates for 
expressing global self-organized aggregation behaviours in ACEs) had “hidden” properties 
susceptible to lead to inoperable global configuration, and thus a principled study of system 
properties has to be an integral part of the process of engineering the behavioural 
repertoire of individual components. The main conclusion is that, if the objective is to 
design a set of local rules capable of scaling up to a large, fully decentralised population of 
such components, failing to conduct such a preliminary, model- or simulation-based 
investigation can have catastrophic consequences, even when small-scale experimental 
deployment revealed no unwanted properties.  

Coming to the specific of the algorithms studied in the first year of CASCADAS, the study 
has mostly concerned clustering algorithms for the autonomic, self-organized management 
of resources in large colonies of ACEs, i.e., algorithms to have ACEs devote to provide 
specific functionalities being able to self-aggregate with other ACEs so as to properly serve 
requests with the needed quality. Among a variety of scheme studied, our findings lead us 
to recommend using “on-demand” clustering algorithm whenever constraints dictate that 
only strictly local messaging between first neighbours (i.e., information transfer without any 
dedicated messaging infrastructure - either centralised or distributed - or forwarding 
capability) is available. This will of course not always be the case for ACEs, but can be 
regarded as the most challenging scenario for a rule-set relying on self-organisation to 
promote the emergence of the desired system configuration (due to the strict locality of 
information and absence of explicit long-range interactions) and so constitutes the ultimate 
test of robustness.  

In practice, this means that whenever operating under these extreme conditions, an ACE 
following the “on-demand” clustering algorithm (see Figure 5) would initiate a rewiring 
procedure as soon as it detects a discrepancy between its “Goal Needed” (GN) and “Goal 
Achievable” (GA) lists of required/available functionalities. This situation can result from 
many different events like, e.g., the breaking of an existing collaborative link (GA → GN), 
the submission of a new type of request (additional GN), a change in the local load (GA → 
GN, due to a surge in demand leading to the current collaborative relationships being no 
longer able to absorb the corresponding workload). Depending on the circumstances, the 
initiator can choose one or more of its first neighbours (ACEs with which it has an existing 
relationship) as match-makers, and the constraint on the conservation of the total number 
of links can be relaxed or not. But fundamentally, our work demonstrates that successful 
self-organisation would take place, at a predictable rate, provided that well-identified 
conditions are met (most importantly in terms of the diversity of “goals types”, which must 
be low compared to population size and of the same order of magnitude as the average 
node degree). The resulting "ACE aggregates" will reflect the presence of durable 
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complementaries between functions provided/encapsulated by individual ACEs (i.e., long-
lasting GN/GA matches) and their ability to collectively identify and realise these functional 
clusters through local interactions. For instance, those ACEs of type "x" frequently needing 
access to a functionality associated with type "y" will identify this dependency and 
materialise it by attempting to establish a preferential relationship with an ACE of that type, 
giving rise to an appropriate number of "x-y" pairs. This can of course be generalised to 
any complex web of interdependencies, with individual ACEs potentially belonging to more 
than one functional cluster, and including "single type" aggregates designed for load-
balancing rather than complementarity. 

 
Figure 5. Self-organised aggregation through local rewiring (“on-demand” 
clustering). Simulation example featuring three color-coded classes of ACEs 
providing different functionalities. 
The natural next step for our studies is to include deliberate changes of local 
characteristics into the “algorithmic toolkit” and investigate their effect on system 
properties. The underlying concept is that individual autonomic components are not 
necessarily predetermined to accomplish one (or a limited subset of) task(s). There are 
many ways in which autonomic elements will be able to tune their internal state so as to 
adapt to their environment. For instance, an operating system may be able to choose 
whether to load or clear individual software modules, therefore determining the ability of a 
processing unit to perform certain tasks. Finally, synchronization, which can be regarded 
as a special case of aggregation, will also need to be part of any usable toolkit designed to 
engineer self-organising systems. The overall objective is to develop decentralised 
techniques of coordinating the activity of individual components so that their activity cycles 
reflect their interdependency. An obvious example would be the emergence of de-
synchronization between units sharing the same resource, so as to minimize conflicts in 
the absence of central orchestration. In the context of pervasive computing, where battery-
powered devices are playing a central role, the emergence of synchronization between 
units that cannot afford to be “always-on” will also be critical to the emergence of workable 
partnerships.  
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4.4 Knowledge Networks 
CASCADAS considers ACEs as entities that needs to access contextual knowledge and 
adapt their behaviour (whether individual or collective) accordingly. In CASCADAS, we 
envision knowledge will be accessed by ACEs on the basic of a specific flavour of the 
GN/GA protocol, i.e., a “Knowledge Needed”/”Knowledge Available” protocol, and in the 
assumption that the Knowledge Available with be provided by specific ACEs in charge of 
managing contextual data. However, as stated earlier in this paper, CASCADAS also 
considers that there must be an evolution from a model of simple context-awareness, in 
which services are given access to isolated pieces of contextual data, to a model of 
“situation-awareness”, in which services are given access to properly elaborated and 
organised knowledge (i.e., knowledge networks) representing, in much more expressive 
yet still simple to be exploited, comprehensive knowledge related to a “situation”.  

The construction of a single knowledge network capable of mirroring the universal 
situational knowledge is illusionary, because of the large amount of information available, 
and because of the different needs (in terms of knowledge representation/aggregation) that 
may be exhibited by different applications and services. Accordingly, CASCADAS 
considers a reference architecture for knowledge networks in which a multiplicity of 
application-specific knowledge networks can be built from the same raw data and can co-
exists to serve the different needs of different applications and services, i.e., can provide 
different knowledge views to requesting ACEs, as from Figure 6. In different knowledge 
networks, data can be organized along spatial and/or temporal relations, we well as along 
any desired semantic relations. Although the identification of the knowledge reference 
architecture can be considered as a research result per se, more tangible research results 
has been achieved in trying to turn the abstract architecture into a practical reality. In 
particular, with regard to: (i) the definition of detailed specifications (fitting the reference 
architecture) for knowledge network components and their aggregation, together the 
implementation of a simple knowledge network software for testing these concepts; (ii) the 
study of several algorithms for knowledge aggregation and distribution, and their evaluation 
via simulation. The details of these two research threads can be found in [Bau06] and 
[BicMZ07] respectively; here we only summarize the key points. 
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Figure 6. A Reference Architecture for Knowledge Networks. 
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With regard to knowledge network specifications, they have been organised around the 
basic concepts of knowledge atoms, knowledge containers, and their organisation [Bau06]. 
Knowledge atoms represent the most basic components of knowledge networks (the 
atomic data items). A knowledge container is instead a structure capable of encapsulating 
knowledge at different levels of granularity. The purpose of a knowledge container is to 
organize multiple knowledge atoms in a semantic, spatial, or temporal fashion, and to 
providing access to the underlying information. Knowledge containers, being perceivable 
as composite knowledge atoms, can further be aggregated and organised by high-levels 
knowledge containers. Knowledge atoms and knowledge containers fits the general 
reference architecture, thus resulting in an overall scenario for knowledge networks that is 
coherent with the overall CASCADAS framework and that promote component-ware and 
self-similarity.  The alpha software developed to test the above concept has the form of a 
general-purpose Web tool for flexible manipulation of knowledge networks components. 
The tool, fully based on modern dynamic Web technologies (i.e., XML-RPC), implements 
the concept of “knowledge repository”, intended as a general server to which data coming 
from the sensor level (in the form of knowledge atoms) can be collected and aggregated 
(via knowledge containers) to form any needed knowledge networks that services may 
need to access via proper “Knowledge Needed” requests.  

The study of algorithms for knowledge aggregation has focused on the definition and 
simulation of advanced self-organisation algorithms to achieve self-aggregation of 
sensorial data in sensor networks [BicMZ07]. the idea underlying our proposal is that of 
delegating to the sensor network the execution of distributed gossip-based algorithms that 
– by continuously running in the network as a sort of background noise with bounded 
energy costs – can enforce:  (i) the adaptable self-partitioning of the network into spatial 
regions characterized by similar patterns for sensed data, via the self-organization of an 
overlay network; (ii) the distributed aggregation of whatever sensorial data on a per-region 
basis. As a result of this process (whose effectiveness has been extensively studied via 
simulation) the sensorial data generated by the sensor network is no longer perceived as a 
multiplicity of unrelated (and difficult to be analyzed) data items. Rather, the algorithm 
makes it possible to perceive the sensor network as if it were made up of a more limited 
number of “macro sensors”, each associated to a well-characterized region of the physical 
environment (i.e., a region exhibiting a uniform pattern for some specific property such as a 
light, temperature, etc.). To some extent, the algorithm provides for the automatic 
construction of a knowledge network aggregating data and facilitating its usage by 
services.   

Despite the very encouraging achievements of the first year, there is still a research and 
development work to make the idea of knowledge network a general and usable tools for 
the provisioning of situational information to autonomic services and, specifically, to ACEs. 
First, there is need to study more general and flexible mechanisms for knowledge 
manipulation. While the first year has mostly focussed on mechanisms for organisation of 
knowledge around the spatial dimension, the second year will also focus on the semantic 
dimension (i.e., organising knowledge network based on semantics relations between 
components) and on the temporal dimension (i.e., organising knowledge network based on 
the temporal relations so as to enforce the possibility of providing services with a sort of 
“predictive situational knowledge”). Second, we expect to notable extend the knowledge 
network software, making it fully integrated with the ACE-based toolkit currently under 
implementation, and making it rely on an ACE-based implementation of knowledge atoms 
and knowledge containers. 



 

IST IP CASCADAS “Component-
ware for Autonomic, Situation-aware 
Communications, And Dynamically 

Adaptable Services” " 

The CASCADAS 
White Paper 

 

Page 18� of 26� 

4.5 Pervasive Supervision 

With the Autonomic Computing Initiative, IBM introduced MAPE (monitor—analyze—
plan—execute) as a control paradigm for autonomic systems [KepC03]. MAPE boils down 
to a feedback control loop that continuously perceives the state of a system and interacts 
with it. Consider autonomicity. If MAPE is used as an architectural paradigm used during 
the design of a system, and is the element that “adds” autonomicity to the very system, 
then the data to be gathered during monitoring, the analysis and planning algorithms, and 
the control functions to be executed can be defined in the development phase of the 
system. But if the controlled system itself is autonomic, then it is pretty unclear how to 
define a control loop that deals with a system that is essentially designed to operate 
without external control. Consider self-organisation. Having a system that composes itself 
in an automatic way from a set of available (but not necessarily pre-defined) components 
(which might be itself complex, self-organised ensembles), it is by no means clear which 
data are relevant for control purposes, how to evaluate (or even to define) their state, and 
how to interact with systems which are dynamically changes their inner composition. The 
crucial point here is that there is no a priory knowledge available to effectively define 
control purposes and tasks. As functions and structures of self-organised systems emerge 
rather than follow a pre-defined “architecture”, associated control functions (and structures) 
have to co-emerge. In summary, the closed control loop paradigm is not sufficient to 
exemplify autonomic systems.  

In the context of the CASCADAS project, and for the start up of the activities related to 
pervasive supervision, we have tried to analyze and unfold the above issues and identify a 
reasonable framework for pervasive supervision. In our view, supervision has to be defined 
as a service, i.e., an activity which is performed by some entity (namely: the supervision 
system) by executing a certain activity (e.g. improved fault tolerance, SLA validation) on a 
supervised service. Hence, we may talk about a supervision contract between supervision 
system and system under supervision. The ability of being supervised (i.e., being 
perceivable and controllable) is an integral property of a system that is able to commit 
supervision contracts. However, the extend to which an ACE is willing (allowed, designed) 
to disclose internals and permit external control depends on the ACE itself, its purpose, 
service model, security policies, etc. 

The generic nature of contractual supervision requires novel mechanisms for system 
perception and actuation; in particular, there is no definite list of attributes that defines the 
structure of a supervision contract because of the autonomicity and self-organisation 
abilities of supervised service configurations. In principle, service configuration need to be 
open in the sense that behaviour aspects are perceivable and controllable (although we 
are aware of the security issues raised). On the other hand, complete openness is not what 
is really needed as information on the level of concrete executions and concrete system 
states are far too fine-grained for effective supervision. Thus the image that a supervision 
system maintains about the supervised service configuration is an abstraction, an 
operational model of it. Such a model describes the usage protocol (order of 
operations/messages, exceptions, states, etc.), the exchanged data and data types, 
constraints, etc. Concerning this, we may state: A supervision contract is about the 
validation of the system under supervision against the operational model associated with a 
service configuration and the enforcement of this model. 

A basic assumption is that ACE configurations are structured by mechanisms like 
aggregation, and self-organized clustering or composition. Thus, the operational model of 
an ACE configuration needs to reflect the structure of this configuration. In order to define 
notions like composition (or the embedding of a system component into a larger system 
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context) and abstraction (and thus hierarchical aggregation), a key results of the first year 
of activities has been the development of a rigorous mathematical framework for modelling 
pervasive supervision. The notion of a “zoom” has been derived, i.e. a local refinement of a 
system model with respect to a single component abstraction. Zooms form the basis of the 
definition of hierarchical contingency plans, which are applied on each structural level of 
the supervised system during the actual supervision activity. Furthermore, the 
mathematical framework allows has been used to define metrics to assess the 
“competence” of the supervision system with respect to the supervised systems like 
effectiveness, timeliness, and appropriateness [Deu06b]. 

In the upcoming project phases we will address the following issues: (i) the definition of 
cascaded hierarchical control loops and their implementation in a generic, ACE based 
software architecture. Using competence metrics, the original steps defined in the MAPE 
approach are complemented by a “validation and assessment” activity. Furthermore, we 
will investigate languages and frameworks for the definition of supervision models, 
abstractions and system compositions. (ii) Supervision based on reactive and pro-active 
planning is in many cases to heavy-weighted to be effective. The employment of “reflex” 
mechanisms based on local observations and reaction patterns that work in real-time are 
more desirable in those contexts, but contradicts the requirement of generic supervision 
discussed above. We will investigate means to derive those “autonomic reflexes” in form of 
conditional contingency plans from supervision models. (iii) Long term supervision, on the 
other hand, is performed as an off-line activity that takes place in the background of the 
actual service execution. We have started to develop a framework for the detection of drifts 
of the “concepts of interests” in the behavioural patterns of a system under supervision and 
its environment, with the purpose to enable for pro-active adaptation of the system under 
supervision to changing requirements [Deu06a]. 

4.6 Security 
Classical approaches to realize security services such as confidentiality, integrity, 
authentication, and non-repudiation, base on the underlying assumption on a centralized 
definition of a trust relation is available, i.e. that the set of permitted users is known, and 
access rights are unambiguously defined. Autonomic communication services are 
characterised by the involvement of heterogeneous entities without centralised 
organisation or control, ranging from single users to entire institutions, to coalitions of 
institutions that do not necessarily belong to the same organisation, nor share a single 
authority. Thus, an a-priori trust relation between them is not available. Trust between 
nodes has to be built through specific mechanisms tailored to the challenging scenario 
offered by an open environment. An overall security framework for the CASACADAS has to 
address basic security functionalities to enable secure interactions and at the same time 
provide advanced security functionalities to enable soft- and self-management of the entire 
system. 

Classical security solutions aim on malicious entities that try to break the proper system 
operation and intentionally cause damage. On the other hand, a self-interested entity does 
not intend to directly damage the overall system functioning, but is unwilling to spend its 
resources (bandwidth, storage, energy, etc.) on behalf of others. From this kind of 
misbehaviour, a new class of problems, that we group as non-cooperation problems, 
arises. Lack of cooperation has gained much relevance in the context of self-organising 
systems and several techniques akin to game theory (GT) and mechanism design (MD) 
have been proposed to counter this new type of threat. GT is used for predicting the 
outcomes of such interactions, whereas MD is used for creating the appropriate contexts 
that will lead selfish users to behaviours that are in alignment with the preferences of some 
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“designer”, which typically assumes the role of leveraging and cultivating the so-call “social-
interest” (or “good”, or “utility”, or “well being”). Details on this approach can be found in 
[Lao06]. 

Another approach in the field of soft security mechanisms, which is also called social 
control mechanism, is based on trust and reputation systems. Trust and reputation systems 
are useful tools for deriving provision trust, protecting in that way the relying parties from 
malicious or unreliable service providers. Provision trust is users’ knowledge about the 
reliability of authenticated parties, or the quality of goods and services that they provide. In 
other words, provision trust describes the relying party’s trust in a service or resource 
provider. Due to the creation and maintenance of provision trust in a system, participants 
rely on “future payment”, which guarantees (creates to the participants a sense of security) 
that the investment the participants have done when they shared their resources, will be 
returned to them. Therefore, the participants are willing to contribute their own resources, 
because they feel sure that this effort (and attitude) will be recognized and rewarded. 
Without provision trust, converge to that behaviour would not be possible. 

Based on these two approaches to self-preservation, a security architecture for the 
CASCADAS project has been sketched in the first year of the activities, and it will be 
further refined in the upcoming project phases. The main purpose is to construct a trust 
framework so that components can authenticate and interact in a secure way. Since, in an 
autonomic and distributed environment we cannot rely on a central authority or on a pre-
defined secure infrastructure, this trust relationships must be determined based on ad hoc 
security relationship which can take advantage from interactions established in the past or 
by means of a third temporal trusted entity or on opportunist and ephemeral way.  

We assume that security services are placed in specific ACEs, which implement basic 
functionalities. Security services can be defined as cryptographic operations or algorithms 
as well as advanced services for self-preservation and self-management of the system. 
According to the capabilities of the nodes and on their goal in the network we identify three 
different classes of security ACEs that have specific and elementary functions to exploit 
reusability and context adaptation of the ACE itself. The first class of “security” ACEs 
consists of nodes that do not participate into the creation of a security service as 
aggregators since these components do not have sufficient computational capabilities to 
handle the orchestration of the execution of cryptographic functions. This function is proper 
of the second class of components that have the role of providing basic cryptographic 
functionalities to implement security into the CASCADAS framework. The third class 
identifies the advanced components that will provide mechanisms for self-management 
and self-preservation of the system. Their role will be to monitor and to self-preserve the 
CASCADAS network from internal or external attacks. 

5 Putting Autonomic Services at Work 

CASCADAS models and tools promise to be useful for a wide variety of application 
scenarios, ranging from smart environment, urban computing, wide-area P2P computing 
and distributed resource sharing. To better direct efforts without loosing on generality, we 
have decided to focus on two complimentary classes of application scenarios, very 
different from each other: services for pervasive computing and distributed auction 
systems.  These two scenarios will be useful to show – via the implementation and the 
demonstration of specific services within – that CASCADAS and all associated tools to be 
integrated in the framework promise to be general-purpose and effective. 
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5.1 Innovative Services for Pervasive Computing 
The pervasive computing scenario envisioned in CASCADAS considers an environment 
which is densely enriched with sensorial and computational capabilities. In particular, 
sensor networks as well as RFID tags are embedded in the environment, and can act both 
as sources of environmental data as well as a sort of environmental computing 
infrastructures. Sensors can interact with each other in an ad-hoc way, with some users 
nearby, and can possibly (not necessarily) be connected to some “sink-server” that can be 
used to collect data. RFID tags can be accessed by nearby users and devices to read 
and/or store data. Humans too populate the above scenario, live in it and interact with each 
and with each other. It is expected that users carry with them some kind of mobile devices 
(e.g., smart phones and/or PDAs). Via such portable devices, users can be given access to 
the information produced by nearby sensors and tags, can possibly interact with each other 
in an ad-hoc way (e.g., via bluetooh or WiFi), and can possibly access to the Internet via 
some wireless connection.  

Most observers agree that the above scenario – which is already getting shape – will 
become increasingly pervasive in a few years, opening the door for the deployment of a 
wide range of pervasive services. At the infrastructural level one can think at localization 
services for users, cars, devices, and at a variety of routing services to deliver data and 
messages across the pervasive network such as services capable to deliver messages at 
specific locations in the physical environment or to multicast messages at specific groups 
of nodes or users. At the user level, one can think at various services to query the physical 
world around, at services that have the world adapt to the user, or at services to alleviate 
traffic congestion in the cities by involving devices on cars, sensors on streets, computer-
based devices in stree lights, etc..  

Whatever the specific service one focus on, developing and making available high-quality 
services in that scenario is very challenging and definitely calls for property of autonomicity 
and situation-awareness. Just consider the case in which a set of distributed advertising 
screens in a city have to adapt their content (i.e., decide what commercial clip to show) on 
the basis of the actual preferences of the users in their proximities (as stored in users’ 
personal mobile devices).  

Service components (i.e., ACEs allocated on screens and on users’ mobile devices) may 
have to face incredible bursts of usage (hundred thousands of persons all in a place), and 
incredible load unbalances (during the interval of an exhibition, most people move to bars) 
some of which totally unpredictable (a specific exhibition at a place has a great success 
and attract more people than expected). Accordingly, they must be able to properly tune 
both their internal functioning, calling for autonomic behavior inside ACEs, as described in 
Subsection 4.1). However, this also calls for adaptable self-organizing behavior at the inter-
ace level (as described in Subsection 4.3) to avoid ACEs operations to unbalance 
computational and communication load, and the capability of continuously monitoring the 
supervising the overall behavior of the ACEs (as described in Subsection 4.5). The service 
overall requires the capability for ACEs to interact in a highly dynamic and mobile 
environment, calling for flexible discovery and interaction protocols (e.g, the GN/GA 
protocol sketched in Subsection 4.2). Clearly, the amount of data to be processed by ACEs 
to get decisions may be overwhelming (hundreds of thousands of user profiles and 
localization information), calling for proper tools for aggregating data and make available to 
ACEs a pre-digested analysis of the situation (as it can be provided by the knowledge 
network approaches of Subsection 4.4). Last but not least, the commercial value of 
advertisement calls for proper security mechanisms (as from Subsection 4.6) to avoid any 
fraud.  
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In general, most of pervasive services that one can think of deploying in the sketched 
scenario challenges traditional service approaches, and will give us a chance to evaluate 
and demonstrate the effectiveness of the CASCADAS tools under development. 
Incidentally, the described service for adaptable pervasive advertisement is one of the two 
that will be most likely implemented to demonstrate CASCADAS results and the 
effectiveness of the autonomic service framework.  

5.2 Distributed Autonomic Auction Systems 
The second scenario selected by the CASCADAS project considers a future global 
economy organized around networked auctions between enterprises and between 
individuals and enterprises [Gel06]. In this scenario, auctions will be completely automated 
by being conducted by software entities acting on behalf of the user. Auctions might have 
very short duration in time, with some of them possibly finishing within seconds. In this 
scenario, delays as small as few milliseconds might cause considerable losses. Moreover, 
the evolutionary nature of the market often creates situations where the same good is 
auctioned by more than one auction, some of which under more convenient conditions 
(consider for instance holiday packages, where the same conditions have different prices 
based on the offering agency).  

The idea of autonomic distributed auctions is that to allow the management of networked 
auctions in a fully autonomic fashion. Software entities should be made able to manage 
many concurrent auctions on behalf of the user by autonomically deciding what to do and 
when, to the extent of fulfilling the overall user aim. In addition, failures by infrastructures, 
or even unwanted delays in the auctioning process will be avoided by autonomically 
moving in the background network. For instance, consider a company whose business is in 
the fast changing market of technology. If the company sells technology goods such as, for 
instance, mp3 players and game consoles, it is desirable for its warehouse to be able to 
sustain a fast turnover of goods, where older models will be replaced by newer ones upon 
release. Autonomic auctions will be an effective way to manage goods in the warehouse, 
selling older ones and acquiring newer ones without human supervision. The process of 
acquiring new wares through auctions will be conducted by the software entity in charge of 
management by acting autonomically based on knowledge of the environment the entity 
interacts with. 

Clearly, the aforementioned scenario requires a robust communication and service 
infrastructure capable of providing differentiated levels of quality of service to its users and 
to deliver, in a reliable and timely manner, a large number of data packets. Of course, this 
scenario will benefit greatly from an autonomic communication framework able to operate 
in an opportunistic way and that offers self-* features by exploiting situation awareness, as 
CASCADAS aims to offer. More in particular, the software entities to implement auctions 
will be realized in the form of ACEs (as from Subsection 4.1) interacting and discovering 
with each other via the GN/GA protocol (as form Subsection 4.2). In this way, ACEs 
participants in an auction will be able to internally supervise their own activities and will be 
able to dynamically discover potential partners in a flexible and semantic way. Also, auction 
participants will be allowed to virtually move (migrate to a different ACE), and possibly self-
aggregate with each other (as from Subsection 4.3), to gain differential advantage and also 
enabling the a higher-number of concurrent auctions to be handled. The knowledge 
needed to effectively issue a service migration and properly selected the best target 
location can be determined by accessing knowledge networks (as from Subsection 4.4), 
where all relevant information will be properly made available in a compact and efficient 
way. All of which, properly supported by supervision tools (as from Subsection 4.5) capable 
of providing self-optimizing and self-healing features at the system-level, and by distributed 
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security tools (as from Subsection 4.6) capable of attack and malicious communications 
detection. 

In summary, autonomic distributed auctions will be an excellent use-case to demonstrate 
the effectiveness of the CASCADAS framework for wide-area network applications.  

6 Conclusions and Roadmap 

Competition in the telecommunication market and traffic growth will determine the need of 
enhancing current infrastructure whilst reducing costs in order to maintain the 
telecommunications business sustainable. In order to match these requirements, 
Network/Service Providers are evaluating to evolve service platforms introducing service-
awareness and autonomics features (e.g. self-healing/self-protection, self-optimization). 

The purpose of embracing those research thrusts in the CASCADAS project and bringing 
that kind of advancement to the area of communication-intensive services is multifold. In 
the first place, and with the shortest-term outlook, we aim at overcoming service platforms 
main bottlenecks and simplifying the handling of, interconnection of and interaction with the 
portfolio of existing communication-intensive services, reducing labor and costs. 
Furthermore, we aim at facilitating the assembly and management of new types of services 
that are currently too complicated or costly to implement, because of their complexity and 
dynamism. In the longer run, we aim to help laying some of the necessary foundations and 
mechanisms that will enable the construction of a repertoire of innovative services that 
cannot yet be envisaged in the current communication environment, but that will become 
part of the fabric of a Connected Society in the years to come. 

CASCADAS started from a clear vision of what requirements a general approach to 
situation-aware and autonomic communication services should meet and of what advances 
over the state of the art were needed. Also, it has a clear architectural vision to drive the 
different research activities of the projects. Starting from these solid grounds, activities in 
the first year of CASCADAS have produced interesting research results, there included: 

• the identification of a suitable architecture for general-purpose autonomic 
communication elements and of a suitable protocol for their interaction/aggregation; 

• the study and simulation of several self-organizing algorithms for self-aggregation of 
services; 

• the identification of a general architecture for managing situational data and of 
several algorithms for knowledge organization and aggregation 

• the identification of a general architecture for pervasive supervision and the 
development of a corresponding mathematical framework; 

• the identification of a general security architecture and the study of several 
innovative soft-security solutions. 

In addition to the above, a specific thread of activities has been devoted to study and 
analyze the potential socio-economical impact of future autonomic communication 
scenarios, with a specific attention devoted to the autonomic communication services 
scenarios envisioned by CASCADAS. Such study, which will continue over the full duration 
of the project, is very precious to direct the activities of the project and to acquire an 
understanding of the socio-economical implications of its research findings, other than of 
their scientific implications. 



 

IST IP CASCADAS “Component-
ware for Autonomic, Situation-aware 
Communications, And Dynamically 

Adaptable Services” " 

The CASCADAS 
White Paper 

 

Page 24� of 26� 

As preliminary and non-well integrated all these results and studies can be, they lay a solid 
ground for the next phase of the project, which will be specifically focused on integrating 
these results towards the release of a first functional toolkit for the development and 
execution of autonomic communication services. In particular, activities in the second year 
of the project will be organized as follows: 

• A first version of the ACE-based toolkit, including basic tools for creating and 
deploying ACEs and having them interact, and made available to the project 
researchers; 

• Such toolkit will be exploited to implement and release specific libraries of ACEs 
devoted to implement specific self-aggregation algorithms, knowledge network 
services, pervasive supervision services, and security services. 

• Eventually, at the end of the second year, all these implemented tools will form the 
first release of the ACE integrated toolkit, whose effectiveness will be demonstrated 
via the implementation of two simple application demonstrators. 

In parallel with the above implementation-oriented activities, CASCADAS researches will 
continue with more scientifically-oriented activities devoted to study and analyze the basic 
principles of autonomic and situated communication services. These will include further 
studies on autonomic component models and their interactions, studies of algorithms for 
component self-aggregation and for knowledge management, studies on pervasive 
supervision models, and studies on innovative security solutions and algorithms for 
autonomic communication services (as discussed in Subsections 4.1 to 4.6). 

In summary, we believe that CASCADAS is on the right directions to fulfill its promises and 
for bringing autonomic and situation-aware communication services to life. 
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